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5. Results on PH2 and Lung dataset
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Table 2. Quantitative effect of our suggested modules on PH?2
L:('.u Cintra L:intvr l DSC T HM l XOR |

Module

. . . | } v X 83.0 20.8 30.2
generate a supervisory signal for inter-scale Large branch ]'_ e ,[ m] I X a4 1 oF 4 5 4
consistency and also imposes a spatial stability p 2 ‘\,‘l"‘ .‘;'_""‘ ‘;\4
. . . . L ...").0 il
loss Wltthltr'] the scale for self-supervised image Fig. 2. The overview of the proposed MMCFormer / o/ R6.0) 29 1 28
segmentation. e g p
2. Data Set and Tasks FA.
_____________________________ = : /
Skin Lesion Segmentation: Automatic skin lesion | i Q b ‘
segmentation is one of the most demanding tasks || === MdFEN —»ZI€RTE N
in medical image analysis for accurate diagnosis | mxd, § BT, b ?<> \, | TSI SN SR —
| : d;, | : 4 h',ﬁ : _ . :
and treatment. | | Pa(Q):m X & S R l Fig. 4. Effect of our suggested auxiliary loss functions
Multiple Myeloma Segmentation: lung | : :
segmentation In CT Images for accurate organ | Glhl:d”d” | | 6. Conclusion
separation. : pr o= ] N .
P o O dxm | | | This paper presents a self-supervised approach for
| r'é)‘i - B | medical image segmentation that eliminates the need for
| ' e S Lo, | annotation masks. Our method utilizes a dual-branch
: WA; “1 i *?’513“% | strategy with an efficient self-attention mechanism,
’ ‘ | r | T | ¢ | ensuring both Intra-scale and inter-scale consistency to
| F -. .J : | Intra-scale  Inter-scale | cluster pixels based on shared characteristics. Through
. ' Z € R™ S o R > | iterative refinement, our algorithm generates highly

- - S - - - - - S S S S S S S S S T S S . S S S S . - - . s o o E - - - O S . O S O O S S O S S S S O S S N S S T S S e e e e e s ol

Fig. 1. Sample images from (left): skin lesion and (right): accurate and semantically meaningful segmentation

lung mask along with their grand truth masks Fig. 3. (a): structure of the efficient Transformer block. (b): intra- maps, surpassing SOTA methods in performance.
scale and inter-scale dependencies.
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