L BIRT (8T Multimodal Image-Text Matching Improves

}.ﬁ{ Retrieval-based Chest X-Ray Report Generation
K,

Jaehwan Jeong'*, Katherine Tian?*, Pranav Rajpurkar?
' Stanford University <Harvard University 3> Harvard Medical School  * denotes equal contribution

Overview
e Image-captioning models trained to generate radiology X-REM (Contrastive X-Ray REport Match) Inference Rgsults o o
reports from chest X-rays often output incoherent and e X-REM outperforms multiple baseline image-captioning
incorrect text due to their lack of medical knowledge 1. Given an input X-ray and a database, retrieve top i models and image-text retrieval models on RadCliQ
e Retrieval-based report generation frequently retrieves ' reports that score the highest cosine similarity o Models were all trained and tested on MIMIC-CXR
reports that are irrelevant to the input X-ray image 2. Given top i reports, retrieve top j reports that score the o Models with (*) were trained on an additional dataset
o We Propose X-REM, 3 retrieYaI-based radiology.report | highest image-te);t matching (ITM) score Data | RadOLiQ { RadGraph F; 1 _CheXbert | BERTScore  BLEU2 1
generation model that uses image-text matching score 3. Iterate across the top j reports in the decreasing order R B | 5am o151 e Osss s
to measure the Slmllarlty Of d CheSt X-ray Image and Of ITM scores and fllter out redundant or CvT2DistilGPT2 F 3.617 0.183 0.375 0.347 0.196
I I X-REM I 3.781 0.133 0.384 0.287 0.084
[ale|O§y iepotrtgpr report re.iﬂevial , del contradictory reports CXR-RePaiR I 4.121 0.090 0.379 0.193 0.055
® IMmage-text matcning score with a language-image maodae 4. Concatenate the top k reports into a single report BLIP I 4.313 0.046 0.309 0.190 0.030
can capture the fine.-grained int.eract.ion l.aeiéwe.en |mag|2 Embeddiz 5 ImF:ge-Text oM ol S 017 0551 0287 o191
image and text that is often lost in cosine similarity @ N N H : _» Matching Filter R2Gen I+F | 4051 0.134 0.286 0.271 0.137
e X-REM outperforms prior radiology report generation ot = | Encoder Top j .
modules in both natural language and clinical metrics Text Embedding I - Human Evaluation
e Human evaluation of the generated reports suggests that T a R HHMH_,Cosine Filer __, HHH e 5 radiologists each evaluated §O reports
X-REM increased the number of zero-error reports and S Top! o 50% X-REM, 25% CXR-RePaiR, 25% Ground-truth
decreased the average error severity Compared to the Retrieval Corpus T ® Radiologist scored the clinical error presentin each line
baseline retrieval approach IF “Neutral”_ o No error (0), Not actionable (1), Actionable nonurgent
\Codebase: github.com/rajpurkarlab/X-REM / S—— o oothoss . error (2), Urgent error.(3)f Emergent.error (4)
Image-Text — T A | o Maximum Error Severity is the maximum of the error
Matching Filter = ‘ A ». scores in a report
Top j So L
Dat di | tati i " Top j Corpus Top kCorpus  Generated o Average Error Severity is the average of the error
dta an mpiementation . _ Report scores in a report normalized by the number of lines
Datasest Generation for Image-Text Matching e X-REM outperforms the baseline retrieval method on
e X-REM follows the architecture and training loss of ALBEF o X.REM matches studies with different clinical labels both Maximum Error Severity and Average Error Severity
o Architecture: Image Encoder (VIT-B/16), Text Encoder s negative Samples for Image Text Matching Source # reports | Maximum Error Severity | Average Error Severity
i B 0 <1 <2 <3 0 <1 <£2 <£3
Sl'lgrgﬁ’l-li-lt’)lagelgsl\s/lullrg;ngdiéftnég?\frra(s?ciiﬂtg;)(Pre training) e Studies whose labels have small non-zero Manhattan X-REM 118 | 0.18 0.36 048 0.87 | 0.24 047 068 0.91
O . = = . . CXR-RePaiR 69 0.09 032 045 0.86 | 0.10 0.33 0.51 0.84
. L ’ distance serve as hard negative samples
Masked Language |\/|Ode||ng loss (Pre_tra”'”ng)l |mage_ & P Human Benchmark 53 0.34 049 0.64 094 | 0.35 0.56 0.69 0.94

-

Text Matching loss (Pre-training and Fine-tuning) _ -
o X-REM also uses CheXbert for clinical label generation and y - | Fosicve
BERT, .. tuned on RadNLI/MedNLI for medical NLI ‘ Positve = -
e X-REM is trained on MIMIC-CXR to separately generate - [ L Newsive | @Negaﬁve Acknowledgments
impression and findings sections of a radiology report C@ LJ [ } X . .p Negatve | - . .
o MIMIC-CXR train split is also used as the retrieval corpus ey e % Manhattan — | | — @Negaﬁve W? thank Fardad Behzadi, Juan qule, David O;ayande,
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evaluation of the generated reports by analyzing the i evaluating radiology reports, and we a;knowledge that the
. clinical errors in the texts line by line ) U cetioval Comus ) | projectwas supported by AWS Promotional Credit




