
Results

Methods
1. Model
In addition to the U-Net architecture for segmentation, we add a feature projector and a classification head after the encoder.

2. Contrastive Loss
Contrastive loss is a loss function used in self-supervised contrastive learning, which aims to learn visual representations from unlabeled images.

3. Topology Loss
Topology loss is a segmentation loss that is based on persistent homology, which does not require segmentation labels but instead uses topology priors. We modified the loss
such that the target can be applied on a range of acceptable Betti numbers, instead of an exact value.

4. Semi-supervised Learning
The semi-supervised training pipeline that we proposed, where the contrastive loss and the topology loss are computed on unlabeled data.

To effectively train a diverse task that requires aggregating multiple loss functions, a dynamic weighting mechanism is implemented during training.

Introduction
Incorrect placement can lead to severe complications
Deep learning methods are developed to assist radiologists in identifying catheter misplacement
Obtaining large, pixel-wise labeled datasets can be challenging
We proposed a semi-supervised learning method that combines contrastive loss and topology loss
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Conclusion
This study proposes a semi-supervised learning method using contrastive and topology losses
This method improves segmentation performance while maintaining accuracy
This method can be extended to enhance segmentation in other tasks with known topological prior
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